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Abstract. The NASA/DLR GRACE (Gravity Recovery and Climate Experin)etwin-satellite
mission was launched on 17.03.2002. They provide data ptediocluding monthly gravitational
field solutions, which reflect the mass redistribution withhe Earth system. However, these
data need filtering and reduction of the so-called stripesoorelated high-frequency errors due
primarily to model errors and imperfect observability oétgravity field inversion solution. We
applied the multichannel singular spectrum analysis (MB®Athod to the post-process monthly
GRACE data in the spectral and spatial domains. This methodsaan improved separation of
signals represented by the principal components contpimémiodic and secular terms, which can
be associated with seasonal or longer redistribution oématasses, ice melting, glacial isostatic
adjustment, ocean mass variations, and transient evethsasuthe Sumatra earthquake in 2004.
Flexibility of MSSA, which allows to filter out stripes anddti-frequency noise, makes the method
useful for GRACE data post-processing.
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INTRODUCTION

The GRACE twin-satellite mission which is developed jointjyAmerican and German
scientists was launched from Plesetsk cosmodrome in 2088 lave a mean orbital
altitude of about 500 km, one following another with a meapasation distance of
220 km, and with near-polar orbits. They are equipped withual-ffequency K-band
microwave inter-satellite ranging system, GPS receivacsglerometers, USOs, star
trackers and laser corner cube retro-reflectors. The furd@ahmeasurement is the
distance between the satellites or its changes under theemdi® of accelerations due
to the attracting masses GRACE overflights and due to otheresal$ie measured
range or range-rate is the so-called Level 1 data productTBgse data are then
used along with numerous forward models accounting for timewk" forces to solve
for the Earth’s gravity field at a monthly temporal resolatid his process involves
precision orbit determination with use of on-board GPS,-gmvitational modeling
using the accelerometers measurements, correction fancmed earth tides, as well
as for barotropic responses of the ocean and solid earthetatthospheric pressure
changes. The results of processing form the Level 2 dataiptdd]. This is the monthly
set of Stokes coefficients representing the Earth’s griamital potential complete to
spherical harmonic degree 60 or 120, depending on the asiguarious data centers.
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FIGURE 1. The map of the first principal component of the differenceseein the observed gravi-
tational field and GGM01C model in EWH, obtained by the MSSAhudt PC 1 contains most of the
stripes energy. Initial and final day of the year of the meamients epoch is shown above.

Our work is directed at providing an alternative method tluee the so-called stripes or
high-frequency, geographically correlated errors in tRAGE equivalent water heights
(EWH) monthly maps (Figure 1) and separating principal congmts (PCs).

INITIAL DATA AND PROCESSING METHOD

The static or mean part of Earth’s gravitational field is klde from the models such
as GGMO01C, GGM02C, EGM2008 (up to degree 2160) [9], constdueséng the data
from CHAMP, GRACE and other satellites, altimetry, terre$tiiad marine gravimetry.
The variable component can be obtained by subtraction tllehi@GM01C was used)
from the monthly GRACE Level 2 data, calculated by one of thegssing centers (we
used the CSR RL0O4 Level 2 data). These datasets include Sto&fgientsCym, Sim
representing the exterior geopotential spherical harosogxpansion

V(,A,r) GMi ( ) (CoamCOSTA + SymsinmA )PM(sing), (1)

wheren is the degreem is the order of the spherical harmoniey® are the fully
normalized Associated Legendre Polynomials, as wedliaghe mean equatorial radius
of the Earth, the arguments A, r are latitude, longitude and radius respectively [12].
We used the data complete to degree 60. The coefficientsmérelfirst degree are zero
due to the choice of the coordinate system and that GRACE issitae to degree one
coefficients (geocenter). We processed 79 months of data 82002 through 2/2009,
but some months were not complete (6/2003, 1/2004). StodeBicdent changes in
time were linearly interpolated. In 2002-2003 the satdlitalibration/validation was
performed, so the data is not as precise as obtained latpenmational mode.



The differenceAChm(t), ASim(t) between the observed coefficients and the model is
expressed in terms of the EWH anomalies:

AN(, A1) apave z i er':k: h(AChm(t) COSTA + ASm(t) SINMA )P™(sing ),
n=2m=0
(2)

here pae and py are average densities of the Earth and sea water respgctiyel
is the load Love number of degree W, is a filter coefficient. Since our goal was
to demonstrate that MSSA method allows to perform filteridgobservations, we
have taken\,, = 1. In spectral domain MSSA-processing was conducted befsirey
the expression (2). However, different authors use a waoéffiltering methods for
elimination or reduction of noise and stripes in the GRACE rhbngravity field
solutions. Among them — Gaussian filtering with symmetrid asymmetric Gaussian
function [7], Wiener [10] and regularizing [11] filters, wbe coefficients depend not
only on degree, but on order, de-stripping/smoothing [1&gr8, operating on removal
of anomalously large values from the resonant orders of thieeS’ coefficients. MSSA
can also be used with these types of filtering.

MSSA method [3], [8], also known as an Extended Empiricah@gbnal Functions
(EEOF) analysis, is a generalization of the singular spettanalysis (SSA) over the
multidimensional time series. SSA in its turn is a geneadian of principal component
analysis (PCA) and consists of four stages: (a) the formatidrajectory matrix, (b) its
singular values decomposition (SVD), (c) principal comgais grouping and (d) their
recovery through hankelization. SSA algorithm is desctibedetails in [4],[5]. The
main parameter of the algorithm is the caterpillar-SSA tehg(lag), which determines
the dimensionality of the time series embedding space andeachosen up to one-
half of their data span. We have chosen after some expesnentl18, which gives
sufficiently good results in separation of components.

Trajectory matrix can be build for one time series compoeminnel), selected from
the Stokes coefficients matrix, let’s say Q5 (tx), k=0,...,N —1 as follows

Gij(to) Gj(tn) ... Gij(tk-1)
Xc, = Cij:(tl) Cij:(tz) CijEtK) @)
Cij(t.L—l) Cij.(tL) Cij(th—1>
hereK = N —L + 1. Matrix X, composed of such blocks for every chan@glandS;;
X = [XCy0: X015 XCij» XG5 -+ XCop60 X Ss0.60] 4)

then can be used to calculate the lagged covariance matrixX™X. PC’s can be
obtained from the solution of the eigenvalue problemAoiThey can be also obtained
directly from the SVD of the matriX

X =USVT,

so that squares of it’s singular valuggswhich stand on the diagonal 8f are eigenvalues
of A, and left eigenvectors;, included as columns iV, form empirical orthogonal
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FIGURE 2. Singular values, representing the signal energy disidbudver MSSA components.

functions (EOFs). Then the componeérbrresponds to the matrix
Xi == SUiViT,

and forms a PC (in general, several singular values coulddaggd in one PC. We did it
with use ofw-correlations [5]). In MSSA we should reconstruct the veeldime series
of PC from this matriXX'. Hankelization allows to reconstruct PC in every chanrahfr
the corresponding blocks of matrix, organized as in 4. Seppee need to reconstrust
theCy,, channel of the P@ let’s call it g, then eaclk-th count can be obtained from the
averaging along the side diagonals of the correspondingxdock of X', let’s call it

Y = Xbm, as follows

( k+1
1
1 2 Ymk—mi-2; O<k<lL*-1
m=1
L*
1
k=S 2 Ymkmr2, L —1<k<K*
m=1
1 N-K*+1 .
N—K > Ymk—m+2; K*<k<N
\ m=k—K*+2

whereL* = min(L,K), K* = max(L,K). It can be seen, that the first and the last
elements are calculated from fewer number of matrix valseshe first and the last
points of PCs can be less consistent. It is supposed, thaesteron side diagonals of
matrixY are approximately equal, and it is almost Hankel. In casenwhdoesn't hold
strictly, some kind of border effect appears (see. Fig 2).

WhenL =1 SSA method becomes PCA and principal components are obitaine
fact from the analysis of the usual non-lagged signal cavae matrixA. PCA by the
name of EOF-analysis was applied to the GRACE data in works [18],[17]. In [13]
SSA was also tested after PCA on the PCs, containing annuallsigshowed good
approximation abilities. In [6] under the same name a bfed#dnt and very promising
method was applied — a non-linear modifications of EOF-aalfor non-stationary
time series, where PC’s are obtained by means of time senetopes calculations and
orthogonalisation. But the MSSA, despite its mathematioahglexity, has significant
benefits. In the matri¥A mutual correlations of different channels present, MSSA's
PCs contain correlations, which appear in all the channaislsneously. MSSA can
allocate time-frequency (in case of analysis of the Stokefficients matrixes in spectral
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FIGURE 3. Approximation of theS; Stokes coefficient behavior by the PCs after MSSA (L=18)
processing in spectral domain.
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FIGURE 4. Second PC, representing annual hydrological cycle.

domain) or spatio-temporal (in case of analysis of digitalditude-latitude maps of
the anomalies in the spatial domain) correlations, inhereall the signal coordinate
components (channels).

RESULTS OF PROCESSING

First we applied the MSSA in the spectral domain to the Stalafficients. After
calculation the principal components were converted ip@tial maps of EWH. The
distribution of signal energy, depending on the singuldmesis represented by Fig. 2.
Typical behavior of PCs and how they approximate initial alggn the example d¥;
Stokes coefficient is shown on Fig. 3.

First PC appeared to have almost unchanging amplitude aoxdegey in time (Fig. 1
and 3 left). It contains most of the stripes energy and priytsdime constant component
of the useful signal. This PC can be used for reducing theggradithe stripes, but at the
same time, if PC 1 is removed, some constant part of the switidbe also removed.
Additional information is needed to extract useful sigmahfi PC 1.

Second PC, obtained by grouping of signals correspondingeteé¢cond and third
singular values (Fig. 4 and 3 right), contains the signalrofual hydrological cycle
almost without stripes. Seasonal changes of the amount tefwan be clearly seen in
Amazon, Congo, Indus basins, together with changes from surtmwinter in Russia,
Canada, USA, China, etc.

Third PC contains secular changes (Fig. 5 and 3 right). Tlwityr decrease in
southeastern Greenland and West Antarctica to the easkeoRtiss Sea, caused by
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FIGURE 5. Third PC, representing secular changes.

melting of ice is clearly visible. The melting of mountairagiers in Alaska, Himalayas
and other regions is also evident.

Higher order PCs contain high frequency components of nimskeiding those related
to the stripes and transient events, such as the coseisfolcrdgion after the Sumatra
earthquake in December 2004, etc.

Then MSSA was applied to 1-degree resolution GRACE monthly EVgsncalcu-
lated from the expression (2). Principal components obthloy calculations in spatial
domain appear to be, up to the order of singular values, @il those, obtained in
spectral domain. They also reflect permanent componentgmdisand stripes, signal
with annual cycle, secular changes and high frequency coerge separated from each
other.

We put the animation of the obtained PCs on the webkditep: / / | nf nil. sai .
nmsu. r u/ ~t enpus/ GRACE/ i ndex. ht m

Discussion

Preliminary results show, that MSSA helps to distinguisiigptally meaningful com-
ponents, separate theme, reduce the stripes influencet jixggical interpretation re-
quires comparison with hydrological, GIA, ocean circidatimodels and other obser-
vations, such as ice mass balance, which is a topic for fugtudy. We do not think
that we need the rotation of PCs here to increase their mdatimggs, though it can
be done in case of regional studies, as it has been recomoh@md®4]. Among the
remaining questions include: (i) what is the useful parhefsignal in PC 1, (ii) how to
reduce boundary effects for the first and the lagbints of PCs and (iii) how to better
separate secular change from annual and, probably, othedjmesignals? As for the
last question — possible answer could be that better séparaill be achievable when
measurement time span increase, which will give more pitisisib for the choice ot..

Comparison of MSSAL( = 18) with PCA L = 1) showed the following advantages of
MSSA: if the first MSSA PC is almost invariable in amplitudee ffirst PCA component
is changing periodically, though they both have spatiaipke footprints. The second
PC, which reflects the annual cycle, in PCA illustrates only lgoge variations of
EWH in certain areas, such as Amazon and Congo basins, whileAM&Es show



seasonal movements of these evolving patterns in the regibtheir location. Thus,

MSSA results reflect the dynamic of space-time correlatiatigons better and allows
better filtering. In addition, MSSA method has greater fléitjpband could be useful in

the analysis of other satellite observations, such aslisataltimetry and precipitation

data, which are among the topics of future studies.
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