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Abstract—We have analyzed precision light curves for HD 209458, a binary with an exoplanet. The
parameters obtained at different epochs and different wavelengths are in good mutual agreement when
confidence regions are used to calculate the uncertainty intervals. We demonstrate the effectiveness and
reliability of our new method for estimating the uncertainty intervals. Reliable estimates are provided for the
linear and quadratic limb-darkening coefficients of the star and their confidence intervals (uncertainties).
We find that the wavelength dependence for the limb-darkening coefficients at λ = 3201−9708 Å differs
significantly from the corresponding theoretical relation based on thin model stellar atmospheres.
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1. INTRODUCTION

Light curves with unique precision for exoplanet
transits across stars have been obtained during recent
years (cf., for instance, [1–4]) thanks to various space
missions (HST, CoRoT, Kepler).

Brown et al. [1] presented an analysis of an HST
light curve obtained for HD 209458 in 2000. An
analysis of multicolor HST light curves for this object
obtained in 2003 was performed by Knutson et al [2].
The radii of the exoplanet and star, orbital inclination,
and the stellar limb-darkening coefficients were de-
termined in both studies. The most detailed study of a
series of HST observations is that of Southworth [5],
who derived these same parameters for various limb-
darkening laws. As often happens in practical cases,
the very high precision of the observations, on one
hand, enabled Southworth [5] to derive the most re-
liable parameters for the binary, but, on the other
hand, led to certain difficulties in interpreting the
observations. First, the central values of the geomet-
rical parameters of the model found for the different
wavelengths, λ, demonstrated a considerable scatter,
appreciably larger than the parameter uncertainties
estimated using the Monte Carlo technique. Second,
the geometrical parameters derived via light curve
analyses for different epochs do not quite agree within
the errors.

These difficulties are not due to the specific prop-
erties of the applied model, since the results obtained
from the high-accuracy light curves of HD 209458
using different models (two spherical stars [6] and two
biaxial ellipsoids [5, 7, 8]) agree well.

These difficulties are most likely due to the fact
that Southworth [5] estimated the uncertainties of the
resulting parameters using the Monte Carlo method,
which is known (see, for instance, [9–12]) to provide
only “internal” uncertainties (those reflected by the
statistics of the normal distribution of the obtained
central parameter values under the strict assumption
that the model is perfectly correct), which can be too
low by a factor of three to five [9].

For this reason, we undertook a new analysis
of the high-precision light curves of HD 209458
from [1, 2]. We estimated the parameter uncer-
tainties using both the differential-correction and
confidence-region methods (see, for example, [13]).
This latter method uses the statistics of the “exter-
nal” distribution of the observed data points for the
light curve generated by these normally distributed
measurements—the residual functional, which de-
pends on the square of the differences between the
observed and theoretical values (a statistic distributed
as χ2

M , where M is the number of observed data
points in the light curve).

In contrast to the Monte Carlo and differential-
correction methods, which are equivalent [11, 12],
the searches for the central parameter values and
their uncertainties using confidence regions are both
carried out using the same statistics (for example, a
χ2

M distribution). In this case, we estimate the “exter-
nal” uncertainties of the parameters, independent of
the particular distribution for the derived parameters’
central values. In addition, using statistics with a χ2

M
distribution makes it possible to avoid the artificial
assumption that the applied model is perfect.
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By using the parameter uncertainties based on
confidence regions (the “external” uncertainties), we
are able to reconcile the fitting results for the multi-
color light curves of HD 209458 and the light curves
obtained for different epochs. We also confirm the
existence of a significant discrepancy between the
observed and theoretical wavelength dependences for
the star’s limb-darkening coefficients found in [5].

2. FITTING TECHNIQUE

We used a model with two spherical stars in
a circular orbit, without reflection and ellipsoidal
effects. According to data available for the exoplanet
CoRoT-1b [3], whose orbital period (Porb = 1.509d)
is half that for the HD 209458 system (Porb =
3.52474859d ), the total observed amplitude of the
reflection effect from the planet should not exceed
∼0.0001m, with the amplitude of the ellipsoidal ef-
fect for the optical star probably being appreciably
smaller still. Consequently, brightness variations due
to reflection and ellipsoidal effects will be no larger
than 10−5 mag within the eclipse (whose duration for
CoRoT-1b is ∼ 0.07 of the orbital period), which is
negligible. A spherical approximation for the planet
seems quite satisfactory, given the uncertainty in its
shape, related to the possible existence of a semi-
transparent atmosphere, which could be as large as
∼5% of the planet’s radius [14], possible rapid axial
rotation of the planet and rotational deformation, and
the small fraction of the planet that fills its Roche lobe
(μ < 0.5).

When calculating the light curves, we described
the brightness distribution across the stellar disk us-
ing a linear limb-darkening law with the linear limb-
darkening coefficient x:

I(ρ) = I0

(
1 − x + x

√
1 − ρ2

r2

)
(1)

and a quadratic limb-darkening law that differs from
the linear law in an additional term containing the
quadratic limb-darkening coefficient y:

I(ρ) = I0

(
1 − x

(
1 −

√
1 − ρ2

r2

)
(2)

−y

(
1 −

√
1 − ρ2

r2

)2
⎞
⎠ .

Here, ρ is the polar distance from the center of the
stellar disk, I0 the brightness at the disk center, and
r the radius of the stellar disk. Below, we denote the
brightness at the center of the disk of component 1

(the star) I
(1)
0 . The brightness I

(2)
0 at the center of

component 2 (the planet) and the brightness at any
point of the disk of this component are assumed to be
zero. Component 2 (the planet) eclipses component 1
(the star) at orbital phase θ = π. The unit of length
in our model is the distance between the centers of
the star and planet a = 1, and the orbit is assumed
to be circular. There is no “third light” in the model.
The fitted model parameters are the radii of the star
and planet r1 and r2, the orbital inclination i, the
limb-darkening coefficient x1, and, in the case of the
quadratic limb-darkening law, the quadratic limb-
darkening coefficient y1.

Let us introduce the following new variables:

X
(1)
0 = I

(1)
0 (1 − x1), X

(1)
1 = I

(1)
0 x1 (3)

for the linear limb-darkening law and

X
(1)
0 = I

(1)
0 (1 − x1 − 2y1), (4)

X
(1)
1 = I

(1)
0 (x1 + 2y1), X

(1)
2 = I

(1)
0 y1

for the quadratic limb-darkening law.
We can then write the brightness in the linear

limb-darkening law as

I(1)(ρ) =

(
X

(1)
0 + X

(1)
1

√
1 − ρ2

r2
1

)
, (5)

and in the quadratic law as

I(1)(ρ) (6)

=

(
X

(1)
0 + X

(1)
1

√
1 − ρ2

r2
1

+ X
(1)
2

ρ2

r2
1

)
.

With these variables, the brightness at a point on

the stellar disk depends linearly on X
(1)
0 , X

(1)
1 , and

X
(1)
2 , while the corresponding brightness for the non-

linear limb-darkening law differs in a single term, with

the coefficient X
(1)
2 . Component 2 eclipses compo-

nent 1 at orbital phase θ = π.
The total brightness of the star (component 1),

equal to the total out-of-eclipse brightness of the
system, is

Lfull = 2π

r1∫
0

I(1)(ρ)ρdρ (7)

= πr2
1

(
X

(1)
0 +

2
3
X

(1)
1

)
= πr2

1I
(1)
0

(
1 − x1

3

)
for the linear limb-darkening law and

Lfull = 2π

r1∫
0

I(1)(ρ)ρdρ (8)
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= πr2
1

(
X

(1)
0 +

2
3
X

(1)
1 +

1
2
X

(1)
2

)

= πr2
1I

(1)
0

(
1 − x1

3
− y1

6

)
for the quadratic limb-darkening law.

The total brightness of the star for the quadratic
limb-darkening law is

L(s) = 2π

r∫
0

I(s)(ρ)ρdρ

= X
(s)
0 πr2

s +
2
3
X

(s)
1 πr2

s +
1
2
X

(s)
2 πr2

s ,

s = 1, 2.

To make the form of the formulas used to calculate
the minima of the light curve universal and reduce
the number of equations, we will use the index n for
the eclipsing component (nearer to the observer) and
the index f for the eclipsed component (further from
the observer). When actually computing the light-
curve minima at orbital phases −π/2 < θ < π/2 (or
for cos θ > 0), the variable rn should be changed to r1

and rf to r2. The opposite change is needed for orbital
phases with cos θ < 0: rf should be changed to r1 and
rn to r2.

In this new notation, the brightness reduction dur-
ing the eclipse is

Ldec(Δ, rf , rn,X
(f)
0 ,X

(f)
1 ,X

(f)
2 ) (9)

=
∫∫

S(Δ)

I(f)(S)dS,

where Δ is the distance between the disk centers and
S(Δ) is the overlap area of the disks.

Following [11], we introduce the following func-
tions to calculate the integral (9):

Ax ≡

⎧⎪⎨
⎪⎩

π, x < −1,
arccos x, −1 ≤ x ≤ 1,
0, x > 1

(10)

and

Qx ≡
{√

x, x ≥ 0,
0, x < 0,

Ψ(Δ, x, y) ≡ A
(

x2 + Δ2 − y2

2xΔ

)
,

Q (Δ, rf , rn)

≡ Q
[(

r2
f − (Δ − rn)2

)(
(Δ + rn)2 − r2

f

)]
,

and also introduce polar coordinates with the origin
at the center of the eclipsed star’s disk and the polar
angle ϕ increasing from the disk center of the eclipsed
component, f , towards the disk center of the eclipsing
component, n. Then,

Ldec(Δ, rf , rn,X
(f)
0 ,X

(f)
1 ,X

(f)
2 ) (11)

=

r2
f∫

0

Ψ(Δ,
√

ρ, rn)I(f)(
√

ρ)dρ

= X
(f)
0 Ldec

0 (Δ, rf , rn) + X
(f)
1 Ldec

1 (Δ, rf , rn)

+ X
(f)
2 Ldec

2 (Δ, rf , rn).

The expressions for calculating Ldec
0 and Ldec

1 were
derived in [11].

Analogous to the procedure used in [11] to derive
the formula for Ldec

0 , we find for Ldec
2 :

Ldec
2 (Δ, rf , rn) =

2
r2
f

rf∫
0

ρ3Ψ(Δ, ρ, rn)dρ (12)

= Ψ(Δ, rf , rn)
r2
f

2
+

r2
n

2r2
f

(
2Δ2 + r2

n

)
Ψ(Δ, rn, rf )

− 1
8r2

f

(
Δ2 + 5r2

n + r2
f

)
Q (Δ, rf , rn) .

The partial derivatives of Ldec
2 are

∂Ldec
2 (Δ, rf , rn)

∂Δ
=

2
r2
f

Δr2
nΨ(Δ, rn, rf ) (13)

−
Δ2 + r2

n + r2
f

2Δr2
f

Q(Δ, rf , rn),

∂Ldec
2 (Δ, rf , rn)

∂rf
= 2rfΨ(Δ, rf , rn) (14)

− 2
rf

Ldec
2 (Δ, rf , rn),

∂Ldec
2 (Δ, rf , rn)

∂rn
=

2
r2
f

rn

(
Δ2 + r2

n

)
(15)

× Ψ(Δ, rn, rf ) − 2
r2
f

rnQ(Δ, rf , rn).

For a circular orbit, the distance between the
stellar-disk centers Δ depends on the phase θ and
orbital inclination i as

Δ(θ, i) =
√

cos2 i + sin2 i sin2 θ. (16)
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The binary’s light curve for the model with the
linear limb-darkening law is described by the function

L(θ, r1, r2, i,X
(1)
0 ,X

(1)
1 ) (17)

= X
(1)
0 L

(1)
0 (θ, r1, r2, i) + X

(1)
1 L

(1)
1 (θ, r1, r2, i)

and with the quadratic limb-darkening law by the
function

L(θ, r1, r2, i,X
(1)
0 ,X

(1)
1 ,X

(1)
2 ) (18)

= X
(1)
0 L

(1)
0 (θ, r1, r2, i) + X

(1)
1 L

(1)
1 (θ, r1, r2, i)

+ X
(1)
2 L

(1)
2 (θ, r1, r2, i).

Expressions needed to calculate L
(1)
0,1,2 were de-

rived in [11, 12]. Note that Eq. (16) for Ldec
2 in [12]

contains an error: the coefficient 1/r2
f in front of the

integral is missing. Thus, Eqs. (12)–(15) here rather
than (16)–(19) from [12] should be used to calculate
Ldec

2 and its derivatives.

Our models assume the total brightness Lfull to
be known (normalized to unity in the computations).
Using (7), we exclude the parameter

X
(1)
1 =

3Lfull

2πr2
1

− 3
2
X

(1)
0 (19)

in the model with the linear limb-darkening law and,
using (8), we exclude the parameter

X
(1)
2 =

2Lfull

πr2
1

− 2X(1)
0 − 4

3
X

(1)
1 (20)

in the model with the quadratic limb-darkening law.
Substituting (19) and (20) into (17) and (18), respec-
tively, we obtain equations for the light curves, with
the total brightness of the system being fixed:

L(θ, r1, r2, i,X
(1)
0 ) (21)

=
3Lfull

2πr2
1

L
(1)
1 (θ, r1, r2, i)

+ X
(1)
0

(
L

(1)
0 (θ, r1, r2, i) −

3
2
L

(1)
1 (θ, r1, r2, i)

)
,

L(θ, r1, r2, i,X
(1)
0 ,X

(1)
1 ) (22)

=
2Lfull

πr2
1

L
(1)
2 (θ, r1, r2, i) + X

(1)
0 (L(1)

0 (θ, r1, r2, i)

− 2L(1)
2 (θ, r1, r2, i)) + X

(1)
1 (L(1)

1 (θ, r1, r2, i)

− 4
3
L

(1)
2 (θ, r1, r2, i)).

We can also exclude I
(1)
0 from (3) and (4) by ex-

pressing it using the right-hand sides of (7) and (8),

respectively. This yields

X
(1)
0 =

3Lfull(1 − x1)
πr2

1(3 − x1)
(23)

for the linear limb-darkening law and

X
(1)
0 =

6Lfull(1 − x1 − 2y1)
πr2

1(6 − 2x1 − y1)
, (24)

X
(1)
1 =

6Lfull(x1 + 2y1)
πr2

1(6 − 2x1 − y1)

for the quadratic limb-darkening law. The inverse
expressions for (23) and (24) are

x1 =
6Lfull

πr2
1X

(1)
0 − 3Lfull

(25)

and

x1 =
πr2

1(12X
(1)
0 + 11X(1)

1 ) − 12Lfull

3πr2
1(X

(1)
0 + X

(1)
1 )

, (26)

y1 =
6Lfull − πr2

1(6X
(1)
0 + 4X(1)

1 )

3πr2
1(X

(1)
0 + X

(1)
1 )

.

When searching for the residual minima, we first
minimize the residual functional in the linear pa-

rameters X
(1)
0 and X

(1)
1 , since this linear minimiza-

tion can be carried out analytically, yielding ana-

lytic expressions for the parameters X̃
(1)
0 (r1, r2, i) and

X̃
(1)
1 (r1, r2, i) and their derivatives corresponding to

the minimum residual for r1, r2, and i fixed. The
character of the statistical distribution of the mini-
mum residuals remains unchanged in the case of a
linear minimization, and only the number of degrees
of freedom changes (decreases) for this distribution.
Further minimization is then performed for a non-
linear function of three variables: r1, r2, and i. The
differential-correction method directly finds the cen-

tral values of r1, r2, i, X
(1)
0 , X

(1)
1 , and their co-

variations. We then turn to the parameters r1, r2,
i, x1, and y1 using (25) and (26). The dispersion
estimates in the differential-correction method are
derived in the same way as for the model obtained
with the corresponding change of variables [12]. Note
that a non-linear minimization changes the statis-
tical distribution of the minimum residuals [10], so
that it only asymptotically approaches the χ2

M dis-
tribution (as M → ∞). Since the number of data
points in the HD 209458 light curves is large in our
case (M � 500), the minimization of the residuals
between the observed and theoretical light curves
should yield reliable asymptotic confidence regions
for the fitted model parameters. We will designate
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Table 1. Fitting of the observed light curve of HD 209458 from [1] using the linear limb-darkening law. The parameter
uncertainties were estimated using the differential-correction and confidence-region methods assuming χ2

P (where P is
the number of parameters) and χ2

M (where M is the number of data points in the light curve) statistics

Parameter
Differential-

correction method
(2σ)

Confidence-region
method, χ2

P (95%)
Confidence-region
method, χ2

M (95%)
Parameters from [5] (1σ)

rs, R� 0.11469 ± 0.000759 0.1147 ± 0.001186 0.1147 ± 0.00079 0.11482 ± 0.00035

rp, R� 0.014057± 0.0001149 0.01406± 0.0001808 0.01406± 0.0001211 0.014076± 0.000055

i, degrees 86.48 ± 0.083 86.48 ± 0.1318 86.48 ± 0.13 86.472 ± 0.038

x 0.49452 ± 0.009306 0.4944 ± 0.01406 0.4945 ± 0.00954 0.494 ± 0.004

χ2
red 1.103 1.1457

the limb-darkening coefficients in the linear limb-
darkening law x, without the subscript 1, while the
linear and quadratic limb-darkening coefficients in
the quadratic limb-darkening law will continue to be
designated x1 and y1. In some cases, we denote the
stellar radius r1 and the planetary radius r2 as rs and
rp, to make the notation clearer.

3. OBSERVATIONAL MATERIAL

We analyze here precision transit light curves of
the exoplanet binary HD 209458 from [1, 2] obtained
with the Hubble Space Telescope (HST).

The observed light curve presented in [1] was ob-
tained in April–May 2000. The spectra were ob-
tained using the STIS spectrometer with the G750M
spectral grating. The observations were performed at
5813−6382 Å with a resolution of R = λ/Δλ = 5440
(see [1] for more detail). The normalized light curve for
the transit of the exoplanet across the stellar disk is
displayed in Fig. 1. The light curve consists of 556 in-
dividual brightness measurements. The rms uncer-
tainties for the individual measurements are between
σobs

i = 1.13 × 10−4 and σobs
i = 2.47 × 10−4 (in units

of the out-of-eclipse intensity) in different parts of the
light curve. The relative uncertainties (expressed as
fractions of the eclipse depth) are between ∼7× 10−3

and ∼1.5 × 10−2.
HST data obtained between May 3 and July 6,

2003 are presented in [2]. The spectra were acquired
using the STIS spectrometer with the G430L (2930–
5670 Å) and G750L (5320–10 190 Å) spectral grat-
ings. Applying two spectral gratings made it pos-
sible to cover a fairly wide wavelength range, from
2900 Å to 10 300 Å. For their further analysis, Knut-
son et al. [2] subdivided this wavelength range into
ten equal parts, providing light curves in ten different
photometric bands. The light curves for the central
wavelengths 3201, 3750, 4300, 4849, and 5398 Å

consist of 505 individual brightness measurements
each; the light curves for the central wavelengths
5802, 6779, 7755, 8732, and 9708 Å consist of 548
individual measurements. The observed transit light
curves from [2] are displayed in Fig. 2. The rms uncer-
tainties of the individual measurements vary between
σobs

i = 1.79 × 10−4 and σobs
i = 6.09 × 10−4 (or be-

tween ∼10−2 and ∼3× 10−2 in fractions of the eclipse
depth). More detailed information on these obser-
vations and their reduction can be found in [2]. We
assume that the observational errors obey a normal
distribution and that systematic errors are negligible.

4. FITTING OF THE HD 209458 LIGHT
CURVES FOR THE LINEAR

LIMB-DARKENING LAW

The fitted parameters in our analysis of the ob-
served light curves are the radius of the exoplanet
rp, the radius of the star rs, the orbital inclination
i, and the linear limb-darkening coefficient x. The
orbital period adopted for the binary was Porb =
3.52474859d [2], the ratio of the masses of the planet
and star was taken to be q = mp/ms = 0.00055 [2],
the orbit of the system was assumed to be circular,
and we adopted a unit radius for the relative orbit.

4.1. Light Curve from Brown et al. [1]

Table 1 presents the central values of the derived
parameters and their uncertainties estimated using
the differential-correction method (equivalent, as we
noted above, to the Monte Carlo method [11, 12]) and
the confidence-region method assuming χ2

P (where P

is the number of derived parameters) and χ2
M (where

M is the number of observed data points) statistics.
We selected the γ = 95% confidence level, corre-
sponding to 2σ in the differential-correction method,
where σ is the standard deviation.

ASTRONOMY REPORTS Vol. 54 No. 12 2010
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Fig. 1. Observed (points) and theoretical (solid curve) light curves for the binary with an exoplanet HD 209458 from [1]. In
the bottom, we show the deviations of the observed brightness from the theoretical light curve calculated using the non-linear
(quadratic) limb-darkening law.

Our test of the consistency between the model
and observations demonstrated that the ratio of the
minimum deviation to M − P (distributed according
to a reduced χ2 law with M−P degrees of freedom)

is χ2
red = ˜χ2

M−P 	 1.103. Using the results from [12],
we conclude that our model can be rejected at the α �
0.05889 significance level (this confidence level corre-
sponds to a half-interval ∼1.889σ). Thus, our model
is rejected at a very low significance level (α = 6%);
therefore, it is not very good, but also not hopelessly
bad, since we can estimate the confidence intervals
using a statistic distributed as χ2

M at the confidence
level γ = 0.95 in order to obtain the most conserva-
tive uncertainty estimates for the parameters. Note
that, for this observed light curve, the uncertainty
estimates in the confidence-region method obtained
assuming χ2

P statistics exceed those obtained as-
suming χ2

M statistics. According to the formula for
the distribution of the ratio of these intervals from [12]
(assuming that the model is perfectly correct), the
probability of this occurring is low: approximately 4%.

The fact that our model is not very good (in reject-
ing the model, we would be incorrect in less than ∼6%
of cases and correct in more than ∼94% of cases)
does not seem surprising. First, we used the linear
limb-darkening law, which describes the brightness
distribution across the stellar disk only roughly. In
addition, our model does not take into account fine
structure on the stellar disk: spots, plages, and ac-
tive areas, whose sizes can be comparable to that of
the eclipsing planet. We have also neglected possi-
ble intrinsic micro-variations of the star. These fac-

tors could cause short-time-scale irregularities of the
star’s brightness variations during its eclipse by the
planet, exceeding the statistical uncertainty of the
observations. Such irregularities are especially no-
ticeable in the lower part of the light curve of Brown et
al. (Fig. 1), where the brightness deviations from the
light curve reach 5 × 10−4 mag (sometimes larger),
appreciably in excess of the statistical uncertainty of
the observations. It is precisely the fact that our model
was found not to be very good that leads us to use the
95% rather than the 68% confidence level, as is usual
in the case of “good” models. A suitable criterion of a

“good” model is χ2
red = ˜χ2

M−P ≤ 1 + 2t, where t is of

the order of
P

M
(it follows from this condition, that the

model be acceptable at the γ → 50% confidence level
as M → ∞).

Table 1 presents projections of the asymptotic
confidence region D in the space of the four fitted
parameters onto the axes of the parameters rp, rs,
i, and x (the confidence intervals). The probability of
such a projection of the confidence region D (con-
fidence interval) emcompassing the true parameter
value exceeds 95%. The probability that the exact so-
lution is emcompassed by the asymptotic confidence
region D is guaranteed to be close to the adopted
probability of 95% (because the number of light-curve
data points is high, M > 500). The probability that
the exact solution will be encompassed by all the
projections of the confidence region D (corresponding
to the exact solution being in the parallelepiped of
parameter space enclosing the confidence region D)

ASTRONOMY REPORTS Vol. 54 No. 12 2010



LIGHT CURVE ANALYSIS 1111
 

0.92

165 170 175 180 185 190 195°

0.94

0.96

1.00

0.98

1.02

1.04

 

L

 

θ

Fig. 2. The observed light curves of the exoplanet binary HD 209458 from [2] at 3201, 3750, 4300, 4849, 5398, 5802, 6779,
7755, 8732, and 9708 Å (from bottom to top). The corresponding distributions of the residuals are shown in the lower part of
the panel. The solid curves are the theoretical light curves for the non-linear (quadratic) limb darkening.

is higher than the adopted probability, 95%. Note that
all these statements concerning the probabilities of
encompassing the exact solution have been strictly
proven mathematically [13], and also confirmed with
numerical modeling [11, 12]. Thus, adopting the pro-
jections of the confidence region D onto the parameter
axes (confidence intervals) as the uncertainties of
these parameters, we can definitely guarantee that the
probability that the exact solution is encompassed by
the confidence region D coincides with the adopted
probability, 95%. This justifies our conservative un-
certainty estimates for the fitted parameters as projec-
tions of the confidence region D onto the parameter
axes (Table 1), which can be considered “external”
errors of the fitted parameters rp, rs, i, and x.

Let us clarify the method used to find the projec-
tion of the confidence region D onto the parameter
axes. To find the projection of the four-dimensional
confidence region D onto the axis of some para-

meter—for example, rp—we first minimize the de-
viation between the observed and theoretical light
curves allowing all the parameters but the given one
(i.e., rp) to vary. The intersection of this curve with
the straight line (critical level) corresponding to a
given significance level α is then found (for the chosen
statistics: χ2

M , χ2
P ). The values of rp providing devi-

ations below the critical level when the minimization
is carried out over all the remaining parameters (rs, i,
x) are combined into the confidence interval, which is
just the projection of the four-dimensional confidence
region D onto the rp axis. This confidence interval
encompasses the true value of rp with a probability
exceeding the adopted confidence level, γ = 1 − α.
Here, it is guaranteed that the exact solution (com-
bining the true parameters rp, rs, i, x) is encompassed
by the four-dimensional confidence region D with the
adopted probability, γ = 1 − α.
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Fig. 3. The projection of the confidence region D (at the 95% confidence level) onto the (rp, i) plane obtained for our fitting of the
light curve from [1] using the linear limb-darkening law. The smaller ellipse (solid curve) corresponds to the confidence region
found assuming χ2

M statistics and the larger ellipse (dashed curve) to the confidence region found assuming χ2
P statistics.

The rectangle corresponds to the projection of the confidence region at the level 2σest found using the differential-correction
method.

Figure 3 displays the projection of the confidence
region D onto the rp, i parameter plane. The pro-
jection characterizes the shape of the confidence
region D. It is impossible to reproduce the whole
multi-dimensional region D in a plane. The rect-
angle is the projection of the region defined by the
parameter uncertainties (at the 2σ level) found using
the differential-correction method. Because the linear
limb-darkening fit to the precise light curve by Brown
et al. [1] was rejected at a fairly low significance
level (see above), the difference in the sizes of the
projections of the confidence regions found using the
differential-correction and confidence-region method
is not large (however, see Figs. 11 and 12 below).

The probability of encompassing the true value of
each of the parameters with the ±2σ interval corre-
sponds to the adopted probability, γ = 95%. However,
the probability to simultaneously encompass the true
values with all the intervals found in the differential-
correction method is lower than this probability (by
approximately a factor of ∼1.5). Thus, the proba-
bility of the corresponding four-dimensional uncer-
tainty region simultaneously encompassing all the fit-
ted parameters is appreciably reduced if we adopt the
“internal” parameter errors found in the differential-
correction method or Monte Carlo method under the
assumption that the model is perfectly correct (see
also Figs. 11 and 12 below). This can explain why
the results of fitting observations acquired on dif-
ferent epochs often disagree beyond the “internal”
errors and the parameter uncertainties derived in the
differential-correction (or Monte Carlo) method are
often unrealistically small.

4.2. Multi-Color Light Curves of Knutson et al. [2]

The light curves for HD 209458 obtained in [2] at
λ = 3201, 3750, 4300, 4849, 5398, 5802, 6779, 7755,
8732, and 9708 Å are presented in Fig. 2 (the wave-
length λ increases from bottom to top). Tables 2–4
present the results of fitting these light curves us-
ing various methods to estimate the uncertainties of
the fitted parameters: the confidence-region method
assuming χ2

M statistics (Table 2; dashes correspond
to the degeneration of the “exact” confidence region
into an empty set because the model is rejected at the
adopted significance level, α = 5%) and χ2

P statistics
(Table 3) and the differential-correction method (Ta-
ble 4; assuming a normal distribution for the resulting
central values of the fitted parameters and that the
model is perfectly correct). The χ2

red value for the
λ = 5802 Å light curve is especially large (χ2

red =
1.299; the model is rejected at a very low significance
level: α = 5.168 × 10−6). This light curve was prob-
ably influenced by some additional sources of error.
The χ2

red values for the other wavelengths are within
reasonable limits: χ2

red = 1.021−1.122.
Our test for consistency between the model and

observations demonstrates that the minimum devia-
tion for the reduced χ2 statistics exceeds unity (Ta-
ble 3).

Using the χ2
M statistics in the fitting of the light

curves at λ = 3201, 3750, 4849, 5398, 6779, 7755,
8732 Å demonstrates that our model is not rejected at
the α = 5% significance level (and can be accepted).
In all these cases, it is possible to derive “exact”
confidence regions D (i.e., encompassing the true
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Table 2. Results of fitting the observed multi-color light curves of HD 209458 from [2] using the linear limb-darkening
law. The parameter uncertainties were found using the confidence-region method and χ2

M statistics; γ = 0.95

λ, Å rs ΔM (rs) rp ΔM (rp) i ΔM (i) x ΔM (x)

3201 0.112422 0.00909003 0.0136815 0.00168653 87.0418◦ 1.25441◦ 0.839899 0.112573

3750 0.111096 0.00518492 0.0135058 0.000908670 87.0084 0.685166 0.755113 0.0601379

4300 0.113224 – 0.0138670 – 86.9607 – 0.702653 –

4849 0.113315 0.00215386 0.0138638 0.000353872 86.6501 0.257024 0.617381 0.0267281

5398 0.114474 0.00332352 0.0140443 0.000534038 86.5317 0.387603 0.561101 0.0420762

5802 0.114536 – 0.0141229 – 86.4712 – 0.534661 –

6779 0.115384 0.00210354 0.0141542 0.000327598 86.3841 0.240432 0.436149 0.0332838

7755 0.114060 0.00232615 0.0139412 0.000348055 86.5030 0.266790 0.377645 0.0363709

8732 0.115301 0.00451503 0.0141478 0.000672640 86.3800 0.515776 0.317885 0.0829246

9708 0.114814 – 0.0141637 – 86.3856 – 0.276457 –

Table 3. Results of fitting the observed multi-color light curves of HD 209458 from [2] using the linear limb-darkening
law. The parameter uncertainties were found using the confidence-region method and χ2

P statistics; γ = 0.95 (the last
column contains the reduced χ2

red and the corresponding significance level α)

λ, Å rs ΔP (rs) rp ΔP (rp) i ΔP (i) x ΔP (x)
χ2

M−P

M − P
(α)

3201 0.112789 0.00564078 0.0137580 0.00103572 86.8383◦ 0.721357◦ 0.833506 0.0703594 1.103 (0.069)

3750 0.111132 0.00318612 0.0135114 0.000556307 86.9630 0.412798 0.754423 0.0371808 1.067 (0.174)

4300 0.113232 0.00197803 0.0138682 0.000343468 86.6565 0.241463 0.702492 0.0233387 1.121 (0.041)

4849 0.113315 0.00162566 0.0138639 0.000267189 86.6468 0.193893 0.617462 0.0201586 1.084 (0.118)

5398 0.114449 0.00171209 0.0140408 0.000274972 86.5227 0.198908 0.561665 0.0217482 1.046 (0.271)

5802 0.114557 0.00138946 0.0141275 0.000228711 86.4703 0.162999 0.533942 0.0205499 1.299 (5.168 × 10−6)

6779 0.115386 0.00125488 0.0141545 0.000195295 86.3806 0.143095 0.436699 0.0198472 1.061 (0.186)

7755 0.114069 0.00158054 0.0139423 0.000236676 86.4989 0.181210 0.378139 0.0247354 1.0739 (0.138)

8732 0.115295 0.00199596 0.0141482 0.000297907 86.3629 0.226904 0.323146 0.0361643 1.021 (0.403)

9708 0.114743 0.00268813 0.0141555 0.000389998 86.4012 0.301402 0.275733 0.0483915 1.122 (0.0334)

values with the adopted probability, γ = 95%) and to
find projections of the region D onto the rp, rs, i,
and x parameter axes (confidence intervals), which
represent the most conservative, “external” uncer-
tainties of the parameters (Table 2). Our model is
rejected at the α < 5% significance level (is “bad”)
for three light curves (λ = 4300, 5802, 9708 Å). For
these light curves, we are able to find only the external
uncertainties of the parameters (confidence intervals)
for the χ2

P statistics, corresponding to the asymptotic
confidence region D, as well as the internal uncer-
tainties of the parameters assuming normal statistics
for the derived central parameter values using the

differential-correction method. However, as is noted
in [10], we should not forget that, in practice, we
are dealing not with a complete observed random
function (light curve) but a particular observational
realization of this function. Thus, it is possible that
the encountered difficulties with the fitting (the model
is rejected at a rather low significance level, so that the
confidence region D for the χ2

M statistics degenerates
into an empty set) are due to chance fluctuations of
the observed function rather than flaws in the model.
The applied model could be quite satisfactory for
a different observational realization of the observed
function, for example, for a light curve obtained at a
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Table 4. Results of fitting the observed multi-color light curves of HD 209458 from [2] for the linear limb-darkening law.
The parameter uncertainties were found using the differential-correction method; the 2σ uncertainties are given

λ, Å rc
s 2σest (rc

s) rc
p 2σest (rc

2) ic 2σest (ic) xc 2σest (xc)

3201 0.113113 0.00424010 0.0138328 0.000794048 86.7178◦ 0.537230◦ 0.828541 0.0505626

3750 0.111175 0.00224100 0.0135199 0.000396390 86.9333 0.292384 0.753992 0.025672

4300 0.113224 0.00127895 0.0138670 0.000220652 86.6507 0.154521 0.702653 0.0153839

4849 0.113302 0.00107659 0.0138618 0.000176852 86.6440 0.1282050 0.617614 0.0134061

5398 0.114456 0.00107583 0.0140421 0.000172042 86.5177 0.1239884 0.561705 0.0140619

5802 0.114535 0.00093831 0.0141229 0.000154114 86.4712 0.1097888 0.534661 0.0144226

6779 0.115394 0.00076714 0.0141560 0.000118926 86.3777 0.0869080 0.436943 0.0125312

7755 0.114035 0.00098878 0.0139372 0.000146933 86.4998 0.1119664 0.379030 0.0157685

8732 0.115326 0.00120960 0.0141535 0.000179209 86.3547 0.1355734 0.323969 0.0223688

9708 0.114814 0.00185497 0.0141637 0.000267488 86.3856 0.2046620 0.276457 0.0342494

different epoch, for which it would be rejected at a
high significance level, enabling derivation of the con-
fidence region D for the χ2

M statistics. This suggests
it could be meaningful to search for the asymptotic
confidence region for the χ2

P statistics (which, by
definition, never degenerates into an empty set), even
when the model is rejected at a fairly low significance
level and is “bad.”

It is interesting to compare the geometrical pa-
rameters of the HD 209458 system derived for
different epochs. Table 5 presents the parameters
for the λλ(5813−6382) Å light curve obtained by
Brown et al. [1] in April–May 2000 and the light
curve with the central wavelength λ6779 Å (Δλ =
6279−7279 Å) obtained by Knutson et al. [2] in May–
July 2003 together with their uncertainties. The half-
intervals for the largest differences in the central pa-

rameter values are
|r(2000)

p − r
(2003)
p |

2
= 0.00004775◦ ,

|r(2000)
s −r

(2003)
s |

2
= 0.00034050◦ ,

|i(2000)−i(2003)|
2

=

0.0515◦. These differences are within the internal 2σ
uncertainties and certainly within the ΔM and ΔP

confidence intervals (Table 5).
It is also of interest to compare the geometrical pa-

rameters (rp, rs, i) for the light curves of HD 209458
obtained by Knutson et al. [2] for the same epoch
(May–July 2003) but at different wavelengths. The
results of this comparison are collected in Table 6. The
values of rp, rs, and i derived for different wavelengths
do not quite agree within the internal 2σ uncertain-
ties. At the same time, these geometrical parameters
are in good agreement within the external ΔP uncer-
tainties, and especially the ΔM uncertainties.

5. WAVELENGTH DEPENDENCE
OF THE LINEAR LIMB-DARKENING

COEFFICIENT

Since a simple model with linear limb-darkening
applied to the light curves of Brown et al. [1] and
Knutson et al. [2] is not hopelessly “bad” and is re-
jected only at a significance level α of several percent
(except for the λ = 5802 Å light curve), it is reason-
able to analyze the dependence of the limb-darkening
coefficient x in the linear limb-darkening law on the
wavelength λ and compare this dependence to the
corresponding theoretical relation that follows from
the theory of thin stellar atmospheres.

Table 7 presents our values for x and their uncer-
tainties (2σ, ΔP , ΔM ) as functions of λ. We mini-
mized the residual functional for each λ in four pa-
rameters: rp, rs, i, x. The dashes correspond to cases
when the model is rejected at the significance level
α < 5%. Table 7 shows that, with the most conser-
vative estimates of the external uncertainties in x (for
the χ2

M statistics), the relative uncertainties in x are
8%−13% in the blue (λ = 3201−3750 Å), 4%−8% in
the visible (λ = 4849−6779 Å), and 8%−26% in the
red (λ = 7755−8732 Å).

The dependence of the linear coefficient x (in the
linear limb-darkening law) on the wavelength λ is
presented in Figs. 4 and 5. We used the results of
Claret [15] for the ugriz and UBV RIJ photometric
systems for the theoretical wavelength dependence of
x. Using different photometric systems indicates the
extent to which the x(λ) relation is determined by
the choice of photometric system (the need for such
a check was emphasized in [5]).
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Table 5. Differences between geometrical parameters derived from light curves for different epochs: internal and external
uncertainties

Largest
parameter
differences

Differences in central
parameter values

Differential-correction
method (2σ)

Confidence-region
method, χ2

P (95%)
Confidence-region
method, χ2

M (95%)

|r(2000)
p − r

(2003)
p |

2
0.000048 0.00012 0.00018 0.00033

|r(2000)
s − r

(2003)
s |

2
0.00034 0.00077 0.0012 0.0021

|i(2000) − i(2003)|
2

0.051◦ 0.087◦ 0.13◦ 0.24◦

Table 6. Scatter of the derived central values of the fitted geometrical parameters found from 10 light curves for various
wavelengths (the ratios of the (max–min)/2 semi-interval to the corresponding mean values of the uncertainty intervals
from Tables 2, 3, 4 are given in brackets)

Parameter
Largest scatter of the

central values
(min–max)

Differential-correction
method (2σ)

Confidence-region
method, χ2

P (95%)
Confidence-region
method, χ2

M (95%)

rs 0.111096–0.115394 0.112373–0.115507 (1.37) 0.112076–0.115984 (1.10)0.109620–0.117820 (0.52)

rp 0.0135058–0.0141542 0.0137074–0.0142326 (1.23)0.013667–0.014293 (1.04)0.013220–0.014600 (0.47)

k = rp/rs 0.121609–0.123362 0.121876–0.123264 (1.26) 0.12157–0.12357 (0.88) 0.12077–0.124219 (0.47)

i, degrees 86.3547–87.0400 86.36–86.74 (1.82) 86.31–86.77 (1.49) 86.13–87.15 (0.67)

Table 7. Limb-darkening coefficients derived for the linear limb-darkening law. The central values and indicated 2σ
uncertainty intervals were found using the differential-correction method and the confidence-region method assuming
χ2

P and χ2
M statistics (γ = 0.95)

λ, Å xc 2σest (xc) x ΔP (x) x ΔM (x)

3201 0.828541 0.0505626 0.833506 0.0703594 0.839899 0.112573

3750 0.753992 0.0256720 0.754423 0.0371808 0.755113 0.0601379

4300 0.702653 0.0153839 0.702492 0.0233387 – –

4849 0.617614 0.0134061 0.617462 0.0201586 0.617381 0.0267281

5398 0.561705 0.0140619 0.561665 0.0217482 0.561101 0.0420762

5802 0.534661 0.0144226 0.533942 0.0205499 – –

6779 0.436943 0.0125312 0.436699 0.0198472 0.436149 0.0332838

7755 0.379030 0.0157685 0.378139 0.0247354 0.377645 0.0363709

8732 0.323969 0.0223688 0.323146 0.0361643 0.317885 0.0829246

9708 0.276457 0.0340324 0.275733 0.0483915 – –

Figure 4 shows the central values of x derived us-
ing the differential-correction method together with
their internal 2σ uncertainties. In general, our results
are in good agreement with those of Southworth [5].
Figure 4 shows that the linear limb-darkening coeffi-

cients x derived from the observed light curves do not
agree with the theoretical values.

Figure 5 displays the central values of x and the
most conservative estimates of the external uncer-
tainties obtained using the confidence-region method
and χ2

M statistics. Note that we adopted γ = 95%.
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Fig. 4. Wavelength dependence of the limb-darkening
coefficient x for HD 209458 for the linear limb-darkening
law. The limb-darkening coefficients were derived from
the light curves of [2]. The quoted 2σ uncertainties in
the limb-darkening coefficients were determined using
the differential-correction method. The theoretical limb-
darkening coefficients in the ugriz and UBV RIJ pho-
tometric systems are plotted according to [15].
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Fig. 5. Same as Fig. 4 for the uncertainties in the
limb-darkening coefficients derived using the confidence-
region method assuming χ2

M statistics; the confidence
level is γ = 0.95.

This figure also shows the corresponding theoretical
x(λ) relations of Claret [15]. Although the uncertain-
ties in x increased by a factor of two to four com-
pared to the internal 2σ uncertainties, the discrepancy
between the observed and theoretical limb-darkening
coefficients, x(λ), remains significant. The observed
x(λ) values are systematically below the theoretical
ones, with the difference increasing with wavelength.

This result is very important for improving current
models of thin stellar atmospheres.

Tables 2–4 contain the x(λ) values and their un-
certainties obtained by minimizing the residuals be-
tween the observed and theoretical light curves in the
four parameters rp, rs, i, and x. In this case, each x
value for a given wavelength λ corresponds to its own
set of the geometrical parameters rp, rs, and i. At
the same time, it is clear that i should not depend
on λ. The planet’s radius may depend on λ because
it has an atmosphere, but this effect is small and can
be detected only in very precise eclipse light curves
(for instance, cf. [16]). Therefore, we determined the
limb-darkening coefficients x(λ) for the fixed geo-
metrical parameters rp, rs, and i, common for all λ.
We adopted the arithmetic means of all the values of
rp, rs, i found for the different λ for these fixed values:
rp = 0.0139657, rs = 0.113937, i = 86.55◦.

The limb-darkening coefficients x(λ) and their
uncertainties derived via minimization of the residuals
with fixed rp, rs, and i are collected in Table 8. We be-
lieve that these x(λ) values are the most reliable rep-
resentation of the wavelength dependence of x, shown
in Fig. 6. The presented external uncertainties are
the ΔP values found assuming χ2

P statistics. When
χ2

M statistics are used, the model is rejected at the
α < 5% significance level in most cases, because the
more rigid model assumption that the geometrical pa-
rameters are the same for all wavelengths are applied
in this case. This model can be accepted at the level
α = 5% for only three wavelengths (λλ4849, 5398,
8732 Å). Table 8 presents the corresponding central
values, x(λ), and the most conservative estimates
of the external uncertainties obtained assuming χ2

M
statistics.

6. INTERPRETATION OF THE HD 209458
LIGHT CURVES USING THE QUADRATIC

LIMB-DARKENING LAW

Southworth [5] also presents the quadratic limb-
darkening coefficients derived from the multi-color
light curves of HD 209458 [2]. Southworth [5] notes
that the linear limb-darkening model can be rejected
for the most accurate light curve obtained by Brown
et al. [1], at a high significance level (exceeding
99.99%). This conclusion qualitatively agrees with
our own results (see above), but there remain quanti-
tative differences. Usually, the significance level α of
a statistical test (see, for example, [13]) is understood
as the number of errors of the first kind we make when
applying the test. An error of the first kind is a situa-
tion when a correct model is rejected by the statistical
test. According to [5], if the model can be rejected at a
significance level exceeding 99.99%, this means that,
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Table 8. Results of fitting the observed light curves of HD 209458 from [2] using the linear limb-darkening law, fixing
rp, rs, and i to be their averages for all wavelengths. The parameter uncertainties for γ = 0.95 were found using the
confidence-region method and χ2

P and χ2
M statistics

λ, Å x ΔP (x) x ΔM (x) χ2
red

3201 0.805194 0.0196023 – – 1.127

3750 0.732868 0.0117864 – – 1.208

4300 0.697317 0.00718819 – – 1.190

4849 0.608848 0.00705112 0.608828 0.00992982 1.103

5398 0.552146 0.00778080 0.552016 0.0194529 1.068

5802 0.552724 0.00662294 – – 1.420

6779 0.445318 0.00680517 – – 1.214

7755 0.395653 0.00922067 – – 1.354

8732 0.352846 0.0125393 0.352893 0.00567959 1.110

9708 0.329928 0.0181280 – – 1.158

when rejecting the model, we make an error of the
first kind (reject the correct model) in 9999 cases of
10 000; i.e., we are correct in rejecting the model in
only one case out of 10 000. Thus, we have no reason
to reject the model in this case, and it can be accepted.
When quoting the value 99.99%, Southworth [5]
probably meant the confidence level γ = 1 − α rather
than the significance level α. Correcting for this
confusion, the linear limb-darkening model applied
to the precise light curve of Brown et al. [1] is rejected
in [5] at a very low significance level, α < 0.01%. Note
that, according to [5], the minimum residual for the
reduced χ2 for the linear limb-darkening law (and
the light curve of Brown et al. [1]) is χ2

red = 1.1457,
corresponding, as follows from [12], to rejecting the
model at the level α = 1% (not α < 0.01%, as in [5]).
According to our fitting, the linear limb-darkening
model applied to the precise light curve of Brown et
al. [1] is rejected at a low significance level (α ∼ 6%),
in agreement with the minimum reduced χ2 value,
χ2

red = χ2
M−P /(M − P ) 	 1.103 [12]. Thus, as is

noted above, the linear limb-darkening model is not
very good, but also not hopelessly poor, since, in this
case, we are able to estimate conservative parameter
uncertainties at the γ = 95% confidence level.

We also fitted the precise light curve of Brown et
al. [1] using the quadratic limb-darkening law. We
minimized the residual functional in the five param-
eters rp, rs, i, x1, and y1, where x1, y1 are the coeffi-
cients in the limb-darkening law:

I(μ) = I0

(
1 − x1(1 − μ) − y1(1 − μ)2

)
.

Here, μ = cos ω (ω is the angle between the normal
to the stellar surface and the line of sight). The re-
sults are presented in Table 9, which contains the
central values of the parameters rp, rs, i, x1, and y1

and their uncertainties Δ found using the differential-
corrections and confidence-region methods for γ =
95%. The reduced χ2 is also given (χ2

red = 1.01340),
and is much lower than the reduced χ2 for the linear
limb-darkening model (χ2

red = 1.103). Our quadratic
limb-darkening model is rejected at the significance
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Fig. 6. Same as Fig. 5 for fixed rp = 0.0139657, rs =

0.113937, and i = 86◦.555243, equal to their average
values for all wavelength, and assuming χ2

P statistics.
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Table 9. Results of fitting the observed light curves of HD 209458 from [1] using the non-linear (quadratic) limb-
darkening law. The parameter uncertainties were found using the differential-correction method and confidence-region
method, assuming χ2

P (P is the number of fitted parameters) and χ2
M (M is the number of data points in the light curve)

statistics. The bottom line contains the reduced χ2
red values

Parameter Differential-correction
method (2σ)

Confidence-region
method, χ2

P (95%)
Confidence-region
method, χ2

M (95%)

r1 0.113836 0.113845 0.113776

Δ (r1) 0.000853921 0.00145205 0.00324496

r2 0.0137654 0.0137679 0.0137456

Δ (r2) 0.000144763 0.000250444 0.000562880

ic, deg 86.6756 86.6789 86.7196

Δ (i), deg 0.108695 0.189625 0.429125

x1 0.294517 0.296029 0.297905

Δ (x1) 0.0546122 0.0927646 0.207913

y1 0.344130 0.343221 0.352285

Δ (y1) 0.0955230 0.163519 0.366437

χ2
red 1.01340

Table 10. Results of fitting the observed light curves of HD 209458 from [1] using the non-linear (quadratic) limb-
darkening law. The parameter uncertainties were found using the differential-correction method and confidence-region
method, assuming χ2

P (P is the number of fitted parameters) and χ2
M (M is the number of data points in the light curve)

statistics. The chosen confidence level is γ = 0.68

Parameter Differential-correction
method (σ)

Confidence-region
method, χ2

P (68%)
Confidence-region
method, χ2

M (68%)

r1 0.113836 0.113840 0.113844

Δ (r1) 0.000426960 0.00104013 0.00155419

r2 0.0137654 0.0137677 0.0137676

Δ (r2) 0.0000723814 0.000179204 0.000268077

i, deg 86.6756 86.6765 86.6799

Δ (i), deg 0.0543473 0.135610 0.203029

x1 0.294517 0.295082 0.296223

Δ (x1) 0.0273061 0.0662467 0.0993592

y1 0.344130 0.343627 0.343281

Δ (y1) 0.0477615 0.116747 0.175127

level α > 46%, so that we are able to estimate the
external parameter uncertainties at the ∼95% con-
fidence level for both χ2

P and χ2
M statistics. Thus,

the model with the quadratic limb-darkening law is

“good” when applied to the precise light curve of
Brown et al. [1] (in rejecting the model, we would
make an error of the first kind, i.e. reject the correct
model, in less than 46% of all cases). This indicates
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Table 11. Results of fitting the observed light curves of HD 209458 from [2] using the non-linear (quadratic) limb-
darkening law. The 2σ parameter uncertainties were found using the differential-correction method (the last two columns
contain the reduced χ2 values and the corresponding significance levels α)

λ, Å rc
1 2σest (rc

1) rc
2 2σest (rc

2) ic 2σest (ic) xc
1 2σest (xc

1) yc
1 2σest (yc

1) χ2
red α

32010.1128 0.003574 0.014070.0007801 86.59◦ 0.46◦ 1.024 0.1965 −0.3706 0.3530 1.062 0.205

37500.1113 0.002223 0.013600.0004571 86.88 0.31 0.7978 0.1074 −0.08720 0.2086 1.068 0.181

43000.1133 0.001312 0.013880.0002658 86.64 0.18 0.7105 0.07557−0.01514 0.1408 1.123 0.0409

48490.1133 0.001122 0.013850.0002147 86.65 0.15 0.6119 0.07144 0.01035 0.1274 1.086 0.118

53980.1138 0.001222 0.013810.0002279 86.67 0.16 0.4286 0.07723 0.2419 0.1426 1.023 0.410

58020.1142 0.001034 0.014000.0001969 86.55 0.14 0.4551 0.08225 0.1389 0.1418 1.293 8.55 × 10−6

67790.1149 0.00085320.013990.0001520 86.49 0.11 0.3066 0.07529 0.2183 0.1250 1.042 0.292

77550.1134 0.001130 0.013740.0001909 86.64 0.15 0.2035 0.09479 0.2899 0.1580 1.048 0.257

87320.1144 0.001424 0.013880.0002411 86.54 0.19 0.07225 0.1369 0.4119 0.2265 0.9966 0.574

97080.1136 0.002296 0.013800.0003744 86.64 0.30 −0.07901 0.2096 0.5815 0.3519 1.100 0.0702

Table 12. Results of fitting the observed light curves of HD 209458 from [2] usingr the quadratic limb-darkening law. The
parameter uncertainties were found using the confidence-region method assuming χ2

P statistics; the adopted confidence
level is 95%

λ, Å r1 Δp (r1) r2 Δp (r2) i Δp (i) x1 Δp (x1) y1 Δp (y1)

3201 0.1128 0.0053 0.01439 0.00140 86.53◦ 0.81◦ 1.04 0.30 −0.52 0.67

3750 0.1112 0.0034 0.01359 0.00068 86.93 0.49 0.80 0.16 −0.07 0.32

4300 0.1133 0.0023 0.01388 0.00051 86.66 0.34 0.72 0.13 −0.02 0.26

4849 0.1133 0.0018 0.01385 0.00035 86.66 0.25 0.62 0.12 0.01 0.21

5398 0.1138 0.0021 0.01380 0.00039 86.69 0.29 0.43 0.13 0.25 0.24

5802 0.1142 0.0016 0.01402 0.00031 86.55 0.22 0.46 0.13 0.13 0.22

6779 0.1149 0.0014 0.01399 0.00026 86.49 0.19 0.31 0.13 0.22 0.21

7755 0.1134 0.0018 0.01374 0.00030 86.64 0.24 0.21 0.15 0.29 0.25

8732 0.1144 0.0023 0.01388 0.00039 86.56 0.31 0.07 0.22 0.42 0.37

9708 0.1133 0.0038 0.01374 0.00063 86.73 0.53 −0.08 0.34 0.60 0.57

that the non-linear (quadratic) limb-darkening law is
preferable to the linear law. Moreover, the quadratic
limb-darkening model is sufficiently good that we
can estimate the conservative external uncertainties
of x1 and y1 at the γ = 1− α = 68% confidence level,
collected in Table 10.

Our conservative estimate of the external uncer-
tainties of the parameters x1, y1 at the 95% confidence
level shows that the derived values of x1, y1 are at the
detection limit (Table 9; see also Table 13). If we use
only the internal uncertainties in x1 and y1 (Table 9)
or the conservative external uncertainties at the 68%
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Table 13. Results of fitting the observed light curves of HD 209458 from [2] using the quadratic limb-darkening law. The
parameter uncertainties were found using the confidence-region method assuming χ2

M statistics; the adopted confidence
level is 95%

λ, Å r1 ΔM (r1) r2 ΔM (r2) i ΔM (i) x1 ΔM (x1) y1 ΔM (y1)

3201 0.1174 0.0141 0.01428 0.00249 86.96◦ 1.61◦ 0.91 0.43 −0.19 1.40

3750 0.1109 0.0051 0.01356 0.00110 87.01 0.81 0.81 0.26 −0.08 0.50

4300 – – – – – – – – – –

4849 0.1133 0.0022 0.01385 0.00043 86.67 0.30 0.62 0.14 0.01 0.25

5398 0.1136 0.0044 0.01373 0.00085 86.79 0.65 0.42 0.26 0.28 0.52

5802 – – – – – – – – – –

6779 0.1148 0.0027 0.01399 0.00050 86.51 0.36 0.32 0.24 0.21 0.40

7755 0.1133 0.0033 0.01373 0.00056 86.67 0.44 0.21 0.28 0.29 0.46

8732 0.1136 0.0056 0.01380 0.00105 86.72 0.86 0.09 0.58 0.44 0.95

9708 0.1134 0.0031 0.01376 0.00051 86.70 0.42 −0.08 0.28 0.60 0.47

confidence level (Table 10), we may consider the de-
rived limb-darkening coefficients x1, y1 to correspond
to their real values.

We also applied a model with a quadratic limb-
darkening law to the multi-color light curves of Knut-
son et al. [2]. The corresponding fitting results are
presented in Tables 11–13. It follows from Table 11
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Fig. 7. Wavelength dependence of the limb-darkening
coefficient x1 for HD 209458 in the quadratic limb-
darkening law. The limb-darkening coefficients were de-
rived using the light curves of [2]. The quoted 2σ uncer-
tainties in the limb-darkening coefficients were derived
using the differential-correction method. The theoretical
limb-darkening coefficients in the ugriz and UBV RIJ
photometric systems are plotted according to [15].

that, on average, χ2
red is lower than for the model with

the linear limb-darkening law (Table 3). Figures 7–
10 display the coefficients x1, y1 as functions of the
wavelength λ. We also show the theoretical x1, y1

values from Claret [15]. The non-linear coefficient y1

for HD 209458 agrees with the theoretical relation
within the errors. However, the observed values of the
linear coefficient x1 for the quadratic limb-darkening
law significantly deviate from the theoretical values
(as for the linear limb-darkening law). We show the
projections of the confidence region D onto the x1, y1

and rs, rp parameter planes in Figs. 11 and 12. Here,
the rectangles show the projections of the region de-
fined by the 2σ parameter uncertainties found using
the differential-correction method.

7. USING THE APPROXIMATE METHOD
SUGGESTED IN [12] TO ESTIMATE

THE EXTERNAL PARAMETER
UNCERTAINTIES

The above estimates of the external uncertainties
for the parameters of the system HD 209458 were
made via an exhaustive parameter search to find the
corresponding surface of the residual functional in
the multi-dimensional parameter space. The proce-
dure used for the exhaustive parameter search is la-
borious, though it can be performed comparatively
easily for our simple model (two spherical stars in
a circular orbit). However, for other, more complex
models the exhaustive parameter search can become
difficult. Thus, we suggest in [12] an approximate
method for estimating the external parameter un-
certainties, which can easily be implemented prac-
tically. We present in [12] tables and corresponding
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Fig. 8. Same as Fig. 7 for the limb-darkening coeffi-
cient y1.

diagrams that can be used to compute the coefficient
for translation from the internal parameter uncer-
tainties derived in the Monte Carlo or differential-
correction method to the external uncertainties de-
rived in the confidence-region method for χ2

M statis-
tics (tmax for the one-dimensional problem or kptpmax
for the multi-dimensional problem) [12]. Having cal-
culated the internal uncertainties δ1(γ) and become
convinced that the model used is consistent with the
observations (for which it is sufficient to determine the
minimum residual and calculate the reduced χ2

red),
we can find the most conservative estimates of the
external parameter uncertainties for χ2

M statistics by
multiplying the internal uncertainties by the coeffi-
cient kptmax [12].

Table 14 presents values of
ΔM (γ, ξ)

δ1(γ)
calculated

from our uncertainty intervals (and collected in Ta-
bles 2 and 4). δ1 = 2σest is the uncertainty found
using the differential-correction method. Note that

the actual
ΔM (γ, ξ)

2σest
ratio can change considerably

for different realizations of the light curve (see the
distribution density function in [12]). However, this
theoretical function possesses an extremum, and the
method suggested in [12] deals with the most prob-

able ratio
ΔM(γ, ξ)

2σest
. For the light-curve of [2], the

observed ratio
ΔM(γ, ξ)

2σest
should be ∼2.6. Based upon

the suggested method of [12], we conclude that the

most probable theoretical value of
ΔM (γ, ξ)

2σest
is ∼4.

This exceeds the difference (derived from observa-
tions) between the uncertainties estimated using the
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differential-correction method and confidence-region
method (with χ2

M statistics) by a factor of ∼1.5.
Nevertheless, using the most probable theoretical ra-

tio of the intervals, tmax1 =
δM (γ, ξ)

δ1(γ)
[12], enables

us to avoid inconsistencies between parameters de-
rived from different observations, which often arise
for the differential-correction method (or Monte Carlo
method), specify confidence intervals for the fitted pa-
rameters, and achieve a considerable reduction in the
time required to calculate the uncertainty intervals.
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8. CONCLUSIONS

We have determined the parameters of the system
HD 209458 based on an analysis of high-precision
satellite light curves of the eclipse of the star by
the exoplanet. We have found the radii of the star
and the exoplanet, the orbital inclination, and the
linear and non-linear limb-darkening coefficients for
the star. The derived parameters were analyzed in
detail taking into account both internal and external
parameter uncertainties, the latter being larger than
the former by factors of two to four. Allowing for the
external uncertainties makes it possible to reconcile

the geometrical parameters derived from observations
obtained at different wavelengths.

The relative radius of the exoplanet in the
HD 209458 system (in units of the radius of the binary
orbit) is rp = 0.01386 (the mean value from Table 12).
The optical star in HD 209458 is a G0V dwarf.
This star’s radius is Rs = 7.98 × 1010 cm (according
to [2], assuming the star and planet masses are Ms =
1.101M� and Mp = 0.64MJup). Thus, the radius of
the planet is Rp = 9.70 × 109 cm. The planet’s mass
is [17] Mp = 1.215 × 1030 g, and its mean density
is ρ̄p = 0.318 g cm−3. Using the formula relating
the surface gravity of the planet, gp, and the radial-

ASTRONOMY REPORTS Vol. 54 No. 12 2010



LIGHT CURVE ANALYSIS 1123

velocity semi-amplitude of the star, Ks [5]:

gp =
2π
Porb

(
1 − e2

)1/2
Ks

r2
p sin i

,

and substituting e = 0, Ks = 85.1 ± 1.0 m/s [18],
Porb = 3.52474859d , and i = 86.65◦ (Table 12), we
find gp = 8.61 m/s2, close to that at the Earth’s sur-
face.

The ratio of the planet and star masses is q =
mp/ms = 0.00055, and the planet’s relative radius is

rp =
Rp

a
= 0.01386. To test our assumption that the

planet is spherical, let us calculate the mean relative
radius of the Roche lobe for the planet using the
approximate formulas [19]

RR = 0.49a
q2/3

0.62q2/3 + ln(1 + q1/3)
, (27)

RR = 0.46a
(

M2

M1 + M2

)1/3

. (28)

Table 15 presents the mean relative radii of the
Roche lobe, RR/a (where a is the radius of the binary
orbit) for various ratios of the planet and star masses,
q = mp/ms, in the range q = 0.00055−2. The RR/a
values calculated from (27) and (28) are in good
agreement, indicating that the estimate of the relative
Roche-lobe radius for the planet is reliable. The radius
of the planet is rp = 0.01386 and that of its Roche lobe
is RR/a = 0.039785, so that the degree of filling of
the planet’s Roche lobe is μ = 0.35, much less than
0.5. Thus, our assumption that the planet is spherical
is quite justified (if we neglect a small amount of
oblateness due to its axial rotation). The same is true
for the optical star.

Information on the star’s limb darkening is very
valuable. Our analysis of the precise multi-color
satellite light curves of Knutson et al. [2] has yielded
wavelength dependences for the linear limb-
darkening coefficient, x(λ), as well as the non-linear
limb-darkening coefficients in the quadratic law,
x1(λ) and y1(λ). We confirm the difference between
the observed and theoretical wavelength dependences
for the linear limb-darkening coefficient x found by
Southworth [5]. Our new result is that, even when
the most conservative estimates of the external un-
certainties in the limb-darkening coefficient x (with
χ2

M statistics) are used, there remains a significant
discrepancy between the observed and theoretical
x(λ) relations. The observed x(λ) are systematically
below the theoretical values, with the difference
increasing with wavelength, so that the observed
linear limb-darkening coefficient is smaller than the

Table 14. Observed ratios of the uncertainty interval ΔM

found in the confidence-region method with χ2
M statis-

tics (γ = 0.95) and the uncertainty 2σest estimated us-
ing the differential-correction method: the observed ratio
ΔM (γ, ξ)

2σest
is presented for k = rs/rp, i, rp, and rs

λ, Å k rs rp i

3201 2.13 2.14 2.12 2.13

3750 2.30 2.31 2.29 2.30

4300 – – – –

4849 2.00 2.00 2.00 2.00

5398 3.10 3.09 3.10 3.10

5802 – – – –

6779 2.75 2.74 2.75 2.75

7755 2.36 2.35 2.37 2.36

8732 3.74 3.73 3.75 3.74

9708 – – – –

Mean 2.63 2.62 2.63 2.63

theoretical one by a factor of about 1.5 at λ ≈ 9000 Å.
Thus, the stellar disk appears much more uniform
in the red than is predicted by the theory of thin
stellar atmospheres. The λ dependence for the limb-
darkening coefficient x1 in the quadratic law also dif-
fers significantly from the corresponding theoretical
relation: the observed x1 values are systematically
below the theoretical ones, with difference increasing
with wavelength λ. Note that this difference persists
even when using the conservative external uncertain-
ties of x1 derived for χ2

P statistics. The λ dependence
of the limb-darkening coefficient y1 in the quadratic
law agrees with the corresponding theoretical relation
within the errors.

Until recently, model stellar atmospheres were
tested predominantly by comparing observed and
theoretical spectra for the entire stellar disk. Precise
satellite multi-color observations of exoplanet tran-
sits across stars provide a new unique possibility for
independently checking model stellar atmospheres
based on the angular distribution of the radiation
exiting the star’s atmosphere at different λ. An
important advantage of eclipses of stars by exoplanets
for determining stellar limb-darkening coefficients is
that reflection and ellipsoidal effects are negligible
and the eclipse is annular, with a relatively small
radius for the eclipsing planet. Thus, despite the
fact that the relative accuracy of the eclipse light
curves is not extremely high (∼1%−2% of the eclipse
depth in the case of satellite observations), the above
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Table 15. Dependence of the mean relative radius of the Roche lobe on the component-mass ratio calculated using (27)
and (28)

q

Equation 0.00055 0.001 0.01 0.05 0.1 0.3 0.5 1 2

RR/a

(27) 0.039785 0.048366 0.10201 0.16833 0.20677 0.28103 0.32079 0.37892 0.44000

(28) 0.037727 0.045985 0.098776 0.16673 0.20684 0.28215 0.31895 0.36510 0.40185

advantages make it possible to reliably determine the
limb-darkening coefficients for both linear and non-
linear limb-darkening laws. Thus, such studies are
important not only for determining the fundamental
characteristics of exoplanets, but also for the further
development of the theory of stellar atmospheres.

We note that Tutukov [20, 21] was the first to
suggest the possibility of detecting eclipses of stars
by exoplanets.
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After our article was put to bed, we got acquainted
with the article by A. Claret (Astron. Astrophys. 506,
1335 (2009)) where the limb-darkening coefficients
of the stellar disks were recalculated on the basis of
Kurucz models. The new theoretical values of co-
efficients in the linear and nonlinear darkening law
are close to previous ones (A. Claret, Astron. Astro-
phys. 428, 1001 (2004)). Thereby, discrepancy be-
tween the observation of HD209458 and the theory
is confirmed. Our work further shows that even us-
ing the most conservative estimates of the “external”
parameters uncertainties, discrepancy between the
observed and theoretical limb-darkening coefficients
of star HD209458 is still significant.

REFERENCES
1. T. M. Brown, D. Charbonneau, R. L. Gilliland, et al.,

Astrophys. J. 552, 699 (2001).

2. H. A. Knutson, D. Charbonneau, R. W. Noyes, et al.,
Astrophys. J. 655, 564 (2007).

3. I. A. G. Shellen, E. J. W. de Mooij, and S. Albrecht,
Nature 459, 543 (2009).

4. The CoRoT Space Mission: Early Results, Ed. by
C. Bertout, T. Forveille, N. Langer, and S. Shore,
Astron. Astrophys. 506, 1 (2009).

5. J. Southworth, Mon. Not. R. Astron. Soc. 386, 1644
(2008).

6. A. Gimenez, Astron. Astrophys. 450, 1231 (2006).
7. D. M. Popper and P. B. Etzel, Astron. J. 86, 102

(1981).
8. J. Southworth, P. F. L. Maxted, and B. Smalley, Mon.

Not. R. Astron. Soc. 351, 1277 (2004).
9. D. M. Popper, Astron. J. 89, 132 (1984).

10. A. M. Cherepashchuk, Astron. Zh. 70, 1157 (1993)
[Astron. Rep. 37, 585 (1993)].

11. M. K. Abubekerov, N. Yu. Gostev, and
A. M. Cherepashchuk, Astron. Zh. 85, 121 (2008)
[Astron. Rep. 52, 99 (2008)].

12. M. K. Abubekerov, N. Yu. Gostev, and
A. M. Cherepashchuk, Astron. Zh. 86, 778 (2009)
[Astron. Rep. 53, 722 (2009)].

13. S. Wilks, Mathematical Statistics (Wiley, New
York, 1967; Nauka, Moscow, 1967).

14. A. Burrows, I. Hubeny, J. Budai, and W. B. Hubbard,
Astrophys. J. 661, 502 (2007).

15. A. Claret, Astron. Astrophys. 428, 1001 (2004).
16. F. Pont, H. Knutson, R. L. Gilliland, et al., Montly

Notices of the Royal Astron. Soc. 385, 109 (2008).
17. D. Charbonneau, T. M. Brown, D. W. Latham, and

M. Mayor, Astrophys. J. 529, L45 (2000).
18. D. Naef, M. Mayor, J. L. Beurit, et al., Astron. Astro-

phys. 414, 351 (2004).
19. P. P. Eggleton, Astrophys. J. 268, 368 (1983).
20. A. V. Tutukov, Astron. Zh. 69, 1275 (1992) [Sov.

Astron. 36, 650 (1992)].
21. A. V. Tutukov, Astron. Zh. 72, 400 (1995) [Astron.

Rep. 39, 354 (1995)].

Translated by N. Samus

ASTRONOMY REPORTS Vol. 54 No. 12 2010



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


